CIS 2150 Chapter 8  Managing, Monitoring, and Optimizing System Performance, Reliability, and Availability

I. Monitoring and Optimizing Usage of System Resources

A. System Monitor

Keeping Windows Server operating at peak performance is critical to a network. Windows 2000 Server comes with a utility called System Monitor to maintain a watch on specified server functions.  In order to properly establish a reference for System Monitor, a baseline must be created.

1. A baseline tells how various aspects of the computer are running when the server is running at normal levels.

2. Administering your network includes monitoring the health of your server.  System Monitor helps you maintain the status of these servers and their health.  System Monitor also assists the administrators in determining what servers are overworked, and what servers may need hardware upgrades.  

3. System Monitor is a snap-in and is installed automatically with performance console.

One way to effectively demonstrate System Monitor and its abilities to monitor remote computers is to use System Monitor to observe each other’s computers.  This is done by entering the NetBIOS name of the student’s computer in the console of System Monitor.  One student can then watch another student’s system as documents are opened in Word, the Internet is browsed, or a large file transfer is executed.  These types of motions or events will allow a clear depiction of how System Monitor behaves when monitoring a remote system.  

4. System Monitor can collect real-time data, measuring various aspects of performance and allowing you to view this information, save it or print it for later reference.

5. System Monitor is comprised of three basic areas:

a. The graph area

b. The legend

c. The value bar

6. Refer to Figure 8-1 on page 381 to view an example of System Monitor in the Performance console.

7. System Monitor uses two types of items to collect data.

a. Objects

i. An object is a component of the system such as memory, a processor, or hard drive.  An object contains data measuring a component’s tasks.  Generally, the object is named after the component it measures.

b. Counters

i. A counter is the specific method with which data is collected by an object.  An example may be the number of pages scanned per second by the physical disk object.

c. Objects can contain many different counters.

8. The graph area

System Monitor can be viewed in several ways.

· Chart

· Histogram 

· Report

a. The report view is most often used for creating a baseline.

b. Figure 8-1 on page 381 shows an example of the graph display.

c. Figure 8-2 on page 383 shows the tool bar used to configure a graph.

d. Table 8-2 on page 383 describes each button on the System Monitor graph toolbar and what they do.

9. The value bar

a. The value bar is positioned below the graph area.

b. It displays data information, such as:

i. The last sample value

ii. The average of the counter samples

iii. The maximum and minimum of the samples

c. Figure 8-3 on page 384 shows an example of the value bar.

10. The legend

a. An important means of deriving information from System Monitor is to understand the legend.  The following is a list of properties that the legend displays about the counters that are being measured.

i. Color

ii. Scale

iii. Counter

iv. Instance

v. Object

vi. Computer

b. Refer to Figure 8-4 on page 385 to see how the legend is displayed.  

11. Conduct Exercise 8-1 on page 386, “Using System Monitor.”

B. Bottlenecks  

1. A bottleneck restricts the flow of information or prohibits tasks from the optimal use of network resources.  When a bottleneck occurs, the component that is blocking the system’s functioning has a high rate of usage while other components have a low rate of usage.  This is a key indicator of a bottleneck.

2. Determining bottlenecks using System Monitor

a. Processor bottlenecks are measured with the Percent Processor time counter

i. If this counter reaches a sustained level of 80%, you need to fix the problem.  The solution would be to upgrade to a faster processor or add additional processors to the computer.

b. Physical memory  

i. This is the actual random access memory in the computer.  When random access memory or physical memory is limited, then tasking is deflected to the hard disk for the virtual memory.

ii. The virtual memory (also known as the paging or swap file) action is  known as paging because pages of memory are swapped 4KB at a time. 

iii. Memory is a common cause of bottleneck.  When your computer does not have enough memory for the applications and services running, performance declines, and bottlenecks occur.

iv. Memory counters to watch are pages per second (this should not exceed 20 per second).  If it does, you should consider adding more physical memory.

When learning Microsoft applications and operating systems, it is assumed that a budget is not a constraint.  This would alleviate the problem of bottlenecks by having an unlimited budget with which to buy physical memory and processors.  In real life, this is not the case, so it is imperative that you understand how to correct these problems by not “simply adding RAM.”  Enlarging swap files, reducing services, delegating tasks are other ways to correct bottlenecks.  However, a good rule to live by is that you can never have enough RAM.

c. Physical and Logical Disks

i. Enabling the Physical Disk object.  You can use System Monitor to determine the performance of your hard drives using the physical disk and the logical disk objects.  These objects measure the transfer of data to and from the hard drive.

· The physical disk object measures transfer of data for the entire hard drive.

· The logical disk object measures the transfer of data for a logical drive.

· You can use the physical disk object to determine which hard drive is causing the bottleneck, then you can use the logical disk object to determine which partition on that physical disk is the cause of the bottleneck.

· Enabling the disk objects causes a drain on system performance so monitoring this object from a remote system is suggested.

· Performance monitoring with a physical and logical disk counter may interrupt the read write process during disk operations.

· By default, the physical disk object is enabled and the logical disk object is disabled on Windows 2000 Server.  You can enable and disable these objects using the Diskperf command.

ii. Diskperf

· -y enables all the disk performance counters

· -yd enables the physical disk object performance counters

· -yv enables the logical disk object performance counters

· -n disables all disk performance counters

· -nd disables the physical disk object performance counters

· -nv disables the logical disk object performance counters

· \\computername allows you to set the counters for remote computers

d. Network Performance

i. Network performance can be affected by your servers, so it is important to analyze each server.  The specific services provided will help determine some of the objects to be monitored.

ii. When choosing objects to monitor, map the services to the OSI layers, and start at the lowest layer.  Table 8-3 on page 392 lists some objects and their relationship to the OSI model.

iii. Segmenting your network will frequently improve performance, as will removing unused protocols.

II. Managing Processes

A. Setting and configuring priorities and starting and stopping processes

1. Task Manager

a. This can be used for a variety of tasks, allowing you to monitor applications, processes and performance statistics.

b. It’s started by pressing CTRL+ALT+DEL.

c. Task Manager has three tabs.

i. Applications

ii. Processes

iii. Performance

d. Refer to Figure 8-5 on page 394 for a depiction of Task Manager.

e. The Applications tab displays all applications that are currently running.  You can end an application, switch to another application or start an application from this screen.

2. You can change the default Priority Level for a process from the command line using the Start command and one of these switches:

a. /low

b. /normal

c. /high

d. /real-time

3. The priorities for each are as follows;

a. real-time 24

b. high 13

c. normal 8

d. low 4

4. Refer to Exercise 8-3 on page 398 to learn how to use the Start command.

III. Optimizing Disk Performance

A. Fragmentation is a major cause of degraded hard drive performance.  Fragmentation occurs during day-to-day use and hard drive activity.  When files become fragmented, additional reads and disk head movements are necessary.

1. A disk defragmenter tool can help defragment drives and speed up performance.

2. Disk Defragmenter can defragment volumes formatted with FAT, FAT32, and NTFS.  

a. A limitation of the disk defragment tool is it can only be used on local computers.  You cannot defragment over the network.

b. Defragmenting the page file could improve the performance of your server.  However, the only way to effectively defragment the page file is to move it to another volume.

It is imperative to realize the necessity of the paging file and how placing it on a separate volume or even a separate physical disk can greatly enhance performance.  The paging file when used as an overflow for physical RAM can greatly enhance the operating system’s ability to manage information especially when large applications are loaded and RAM is limited.  If the system is continually writing and reading through to the operating system, the kernel, and then to the paging file using the same physical disk or volume, the computer’s performance will be greatly diminished.  Thus copying the paging file to another physical drive will allow other resources to get into the fray and possibly speed up performance.

c. Refer to Figure 8-7 on page 402 to view the disk defragmenter tool.

d. Refer to Exercise 8-4 on page 404 to use the disk defragmenter.

B. Performance logs and alerts.

1. A useful item in Windows 2000 Server is the Performance Logs and Alerts snap-in.

a. It allows you to collect data from the local and remote computers to measure performance.

b. This data can be logged and viewed in System Monitor.

i. It can be exported to a cell database.

ii. The available log formats are:

· Binary – binary format with a .BLG extension

· Binary circular – binary format with a .BLG extension; writes over data as log becomes full

· Text-CSV – comma delimited format with a .CSV extension

· Test-TSV – tab delimited format with a .TSV extension

· Circular trace file – trace log with a .TSV extension; writes over data as log becomes full

· Sequential trace file – trace log with a .ETL extension; when log becomes full, it creates a new file

c. The Performance Logs and Alert snap-in is depicted in Figure 8-9 on page 407.  

d. Refer to Exercise 8-5 on page 410 to configure logs.

2. Alerts allow some action to be performed when a performance counter reaches a particular threshold.

a. A common action is to log an event to a log file for later scrutiny.  However, you can send a network message to a specified computer via the Messenger service.

b. Since most hardware has common behaviors prior to common failures, placing an alert trigger at certain thresholds of this behavior can be decisive in determining whether or not a failure is going to occur.

c. As a Windows 2000 Server administrator, it is important to understand how the alert system can benefit you in anticipating network failures.

d. The difference between an alert and a log is  that you have to set a threshold for the alert.

i. You choose a value and whether you want the alert to occur when the value is over or under the threshold.

ii. You can specify the options as to what happens when an alert occurs. 

· The alert can write to an application event log.

· You can send a network message to a specific computer.

· You can run a command line specific program, including the option to start logging.  

iii. The alert function is an extremely useful tool when monitoring a large network that is consistently used 24 hours a day, seven days a week.  An alert is usually the best method for providing you, the administrator, with a specific and timely warning so you can react to a crisis prior to it happening and thus save your network (and save you some stress as well).

