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Abstract: 

Gathering data from a collection of networks in an efficient manner is critical to operating the sensor networks for longer durations of time. Sensor nodes may send data to a centralized base station or to other nodes for further analysis. In doing so fixed amount of energy cost is involved. If each node sends this data to the receiving end their energy might deplete soon. Many protocols have been explored for the purpose of data collection. The goal of this paper is to discuss the issues of sensors networking and some of the protocols that allow energy efficient data collection from the sensor nodes.
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1 Introduction:

The basic idea behind data collection in sensor networks is to have a number of independent sensors each make a local decision and then to combine these decisions at a fusion center to generate a global decision. The sensors are deployed in wide range of environment for monitoring applications. The network could then monitor events, perform computations, and either relay or configure local and global actuators. 

Wireless sensors have application in military to detect the enemy movements, the presence of hazardous materials such as radiation and explosions; environment monitoring in plains or mountains to changes, monitoring in manufacturing to controlling the temperature, pressure, sunlight, humidity during the process of manufacturing; traffic monitoring where the traffic violation and road conditions are monitored; wireless surveillance for providing security in shopping malls; and parking lots. 

Since, wireless communication consumes significant amount of energy, the nodes would be able to transmit data in an efficient manner. Energy efficiency of communication protocol in such networks is hence gaining a lot of attention.
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Basic functionality demanded from nodes is that they should be able to sense the environment, do a little processing on it and transmit it to the neighboring nodes. The architecture hence consists of sensing unit, processing unit, the transceiver, and power supply. The ADC converts the analog data produced by the sensor. The processing unit manages communications and data processing functions. The transceiver unit connects the node with other units in the network. Most of the sensors require location information for routing as the routing techniques may require knowledge of the location sensed with high accuracy. The mobilizer may be needed in some applications where the node is required to move to carry out the required tasks.

The idea is to spread thousands of sensors of less than the size of a matchbox that will self organize to form networks. It is infeasible to expect design of placement and configuration of individual nodes. These systems are expected to be of the size of a matchbox. The amount to battery that can be packed into such a sensor is around 0.5Ah 1.2V. Thus the sensors lifetime is strongly restricted by the battery lifetime. Hence researchers are concentrating on power aware protocols and algorithms for sensor networks. Each node plays the role of data originator and a router in a multi-hop ad-hoc network. Existing systems like proactive routing protocols cannot be used. Failure of few nodes can cause significant changes in the topologies and may require rerouting and reorganization. Failures may occur due to power drain, physical damage or environmental interference. 

For sensor networks to be deployed feasibly the cost of the nodes should be less than a dollar for application like smart tags for supermarkets. Blue tooth radio costs 10$. Hence other protocols more suited to sensor networking need to be designed. Also, limited amount of processing power can be packed into the device due to energy, cost and size restrictions. Node also require management schemes which allow defining rules for data aggregation; attribute based naming, clustering, location finding data, time synchronization, moving sensors, turning sensors on and off, querying and reconfiguring, authentication and security in data communication. 

Many researchers are currently trying to develop schemes that can fulfill these requirements. In this paper the focus remains on efficient communication models for data collection in wireless sensor networks.

Data collection:

Sensor networks may be classified on the basis of the whether they are individually addressable or they just need to transmit aggregated data. The sensor nodes in a parking lot need to be individually addressable. In applications where data aggregation is required the nodes need not be individually addressable. In such applications, users are more interested in attributed based queries rather than querying individual nodes. For instance, query the areas that have temperature greater than 70(F or the temperature of the northeast quadrant. Techniques for data aggregation to combine the data coming from various sensors when they reach the same node on the way back to the sink can greatly enhance the performance of the networks. Ideally the nodes should have protocols that are data centric, capable of effective data aggregation, distribute energy dissipation evenly, respond immediately to time critical events and avoid single point bottlenecks.

The user would expect to be able to query the network through the base station. In general the user queries can be categorized into three types

1. Historical Queries: The users want historical data stored in the base stations. For example, what was the temperature of northeast quadrant two hours ago?

2. One-time Queries: This query gives snap shot view of the environment. For example which nodes have temperature greater than 70(F 

3. Persistent Queries: Periodic update to monitor the network with respect to some parameters. Example, report the temperature every 7 hours.

In addition to queries there may be events, which require immediate attention of the system. For example in home monitoring system intruder detection can be a time critical event and the control systems should be informed immediately of such an event. In such cases combination of sensors can be used. Let say we have a light sensor, which is relatively cheap, that wakes up other sensors when it detects any activity. On assuring that the event is actually and intrusion the sensors may take necessary steps to report the event.

Essentially networks are classified as proactive or reactive networks. In proactive networks the nodes in this network periodically switch on their sensors and transmitters sense the data and transmit the data of interest. In reactive networks the nodes react to immediate change in value of sensed attribute beyond a pre-determined threshold value and are well suited to time critical applications. 

Data could be directly transmitted to the base stations. This would be very inefficient in case of large number of nodes because the transmission energy required is proportional to the square of the distance. Hence, generally multi-hop schemes are desired. 

Flooding is an old technique that can be used for routing in sensor networks. In flooding each node that receives a packet retransmits it unless the maximum hop count is reached or the source has reached the destination. Flooding is a reactive scheme that does not require maintaining topology of the network and other discovery mechanisms. In Query flooding, the entire network is flooded with the query. On receiving the query the destination nodes respond with appropriate data back to the query originator.

Flooding may not be restricted to queries only. In Event flooding, when a node witnesses an event it can flood the entire network. An event is an abstraction identifying anything from a sensors reading to the nodes processing capability. All nodes form a gradient towards the event based on the number of hops to the sink. Event flooding is a good approach when the numbers of queries produced per event are high and the amount of data per event is high. 

Rumor Routing: 
Rumor flooding is a logical compromise between query flooding and event flooding. On receiving a query, data can start flowing back to the query originator. If the amount of data flowing is significant it makes sense in investing into protocols that discover the shortest path for the destination. In many applications the quality of the path may not be important. In such cases flooding the network with queries or events may not be very efficient.

The idea of rumor routing is to create paths in the network leading to the event. When a query is generated it is sent on the network on a random walk till it find the event path. If the path cannot be found the application can then resort to flooding. 

Figure 2: Rumor Routing

Such a scheme is suited for applications where nodes record particular events and are able to respond to queries about the event. One such application is traffic speed monitoring. Here the nodes that detect speeding can set up a path to the location. When the control officer queries the nodes for speeding the query is diverted to the nodes where the events occurred. There could be further more data requested as to what kind of car it was, registration number of the car, and its speed.

Figure 2 explains how rumor operates. The algorithm exploits the fact that two straight lines on a plane are likely to intersect. Each node maintains a list of its neighbors as well as an event table with forwarding information to all the events it knows. When a node witnesses an event it adds it to event table and probabilistically creates agents. The agent is a long-lived packet, which travels along the network propagating information about local event to distant nodes. It contains an event table similar to the nodes, which it synchronizes with every node it visits. When an agent comes across a path that is more optimal than its own it updates the routing table to the more efficient path. The agent travels the network for some number of hopes and then dies. Any node can generate a query. If a node has route to the event it will transmit it to the event otherwise it will transmit it in random direction. 

Each agent informs the node of the events it has encountered. Agents carry information of the neighbors of the previous node and avoid selecting those nodes while selecting the next node. This eliminates loops and allows agents to fairly estimate straight paths. The nodes that observe the events generate the events. The number of agents generated depends on the size 
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of the event and the number of nodes that saw the event. For applications where events are temporal the event table may have an expiration stamp

Performance of Rumor routing is in between query flooding and event flooding. The performance can be increased by keeping the number of agents small and keeping their time to live high. This would be a compromise with respect to the delay experienced in getting a response to the query. There is a strong correlation of 0.91 between failure of nodes and data delivery probability.

Low Energy Adaptive Clustering Hierarch (LEACH):

LEACH is a clustering protocol that can reduce the energy dissipation in sensor networks. The data being sensed must be transmitted to a control center or base station. The current scheme considers application where the base station is fixed and located far from the sensor. All nodes in the networks are homogeneous and energy constrained. Thus communication between sensors and base station is expensive in terms of the transmission cost. Sensor nodes contain too much data to be processed by an end user process. Automated method of combining or aggregating the data into smaller set of meaningful information is required. Data aggregation can also combine unreliable measurements to produce a more accurate signal. For example the acoustic signals may be combined using beamforming while some data may also be combined into statistic of min, max, and average values. 



Figure 4: LEACH

Sensors elect themselves to be cluster heads at any given time with certain probability. Generally this is done by generation of a random number. If the random number lies within some range the node becomes the cluster head. The cluster-head nodes then broadcast a hello message to the neighboring nodes. Each sensor node determines the cluster head to get associated to based on minimum transmission energy required. Once the nodes in the cluster are organized into cluster.

The cluster head schedules the nodes in the cluster. The nodes transmit data to the cluster heads during their transmit time. During the remaining period of time the sensors go in a power saving sleep mode. Once the cluster head has all the data it needs it aggregates the data and transmits it to the base station or the higher-level cluster head. 

Being a cluster head drains the battery of the node. In order to spread this energy use over multiple nodes the cluster heads are not fixed and are self-electing. Decision to be cluster head 
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Figure 5: Source [11]

can be based on the amount of energy left and each node decides individually so no more negotiations are required. Once the node becomes a cluster head it may decide not to become cluster head for next few rounds of cluster head selection. 

The system can determine the optimal number of cluster heads it need to have. This depends on the network topology and the relative cost of communication. The figure above shows the performance of the algorithm under various numbers of selected head. This is the simulation of the system run under matlab. Note that under 0 and 100 percentage we have the same cost of transmission. The plot shows LEACH achieves around 7x to 8x reduction in energy. In addition to saving energy LEACH distributes the energy distribution over number of nodes. Thus nodes die essentially in random fashion. 

This LEACH protocol can be extended to support hierarchical clustering. In this case the cluster heads would communicate with super cluster heads nodes and so on till the top layer of the hierarchy. For large networks the hierarchy would save tremendous amount of money. The distributed cluster head formation may not be efficient. In an improved version the cluster formation is done on a centralized server by an algorithm on the base station. Although the energy cost of having such a scheme is higher, the overall performance

Sensor Protocols for information via negotiation: 

A family of adaptive protocols called Sensor Protocols for Information via Negotiation (SPIN) is designed to address the deficiency of the traditional flooding schemes by resource adaptation. The sensor nodes operate more efficiently by sending data packets describing the data rather than the data itself.

SPIN has three types of messages Advertisement (ADV), Request (REQ) and data (DATA). Before sending any data the nodes send an ADV message telling its neighbors about the kind of data it has. The packet is much smaller than the actual data packet. The node that is interested in the data sends a REQ back to the source node. The scheme for having REQ may be that only the nodes that have enough energy to transmit the data to other nodes. The source then sends the DATA packet to the requesting sinks nodes. The neighbors then repeat the process. As a result the sensors in the entire network that are interested in the data will get a copy.

Conclusion:

Numbers of other schemes are possible. The schemes discussed in this paper are well suited to some of the applications. Like rumor routing is more suited to applications where you do not have centralized control of the nodes and you require ability to respond to events which are not time critical. At the same time the LEACH architecture may be well suited to applications, which require periodic monitoring of the environment.
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