DISCRETE PROBABILITY DISTRIBUTIONS

Random Variable

- a numerical description of the outcome of an experiment (X), if the values that it assumes (according to the results of an experiment) are random events.

Example
- experiment -- coin toss



Head
1



Tail
0

Continuous

vs.

Discrete
infinite # of values


finite # of values

i.e. 0 -- 3



i.e. 0, 1, 2, 3

Discrete Probability Distribution
A table, graph, formula or other device that specifies all the possible values of a discrete random variable (x) and the probability associated with each value [p(x)].

0 ( p(x) ( 1

( p(x) = 1

Discrete Probability Distribution Table

Example:  2 coin tosses
x = # of heads

Event

P(Ei)
x

E1
HH
1/4
2

E2
HT
1/4
1

E3
TH
1/4
1

E4
TT
1/4
0

x
Simple Events
p(x)

0
E4
1/4

1
E2  , E3
1/2

2
E1
1/4






1  =  


- could do histogram of this as well

Expected Value of a Discrete Random Variable

E(x)  =

  (  ( x ( p(x) )
=  
(   (mean)

for 2 coin tosses:

E(x)  =  (  ( x ( p(x) )
=
0 (1/4)  +  1 (1/2)  +  2 (1/4)  =  1

Example:
For a fee in a die rolling game, you will be paid an amount equal to one dollar for each spot showing on the upper face of the die when it stops rolling ( eg: a 6 is rolled and you are paid $6.00).  What is the expected value for the game?

x -- 1, 2, 3, 4, 5, 6

p(1),  p(2)   .......  = 1/6

E(x) 
= 



= 1 (1/6)  +  2 (1/6)  +  3 (1/6)  +  4 (1/6)  +  5 (1/6)  +  6 (1/6)


=  21/6

=  $3.50

Variance of a Discrete Random Variable

(2  =  E [ (x - ()2 ]  = ( ( x - ()2 p(x)

Example:
dice roll

E(x)  =  (  =  3.5

x
(x - ()2
p(x)
( x - ()2 p(x)

1
6.25
1/6
1.04166

2
2.25
1/6
0.375

3
0.25
1/6
0.04166

4
0.25
1/6
0.04166

5
2.25
1/6
0.375

6
6.25
1/6
1.04166




(2  =  2.9166




( = 1.708

BINOMIAL PROBABILITY DISTRIBUTION

- discrete probability distribution

- uses discrete random variables

- yes/no type of situations

Example:
How will you vote in the referendum?

Success  =  
Yes
outcomes of a trial

Failure  =  
No

- we are looking for x = # of successes during n trials

Binomial Experiment if:

1. n identical trials

2. two possible outcomes:  success or failure

3. probability of success  ( p )  is known and the same in each trial
probability of failure ( q )  =  1 - p

4. trials are independent

Example:  Three people came into a store together.  One is just looking while the other two want assistance.  The salesperson decides to ask two people if she can help them.

Is this a binomial experiment?

1. n identical trials?



n = 2 trials

2. two outcomes?



yes or no

3. known p? same for each trial?

known but not identical
for first trial  p  =  2/3

if no
--
second trial  p =1

if yes
--
second trial  p =1/2

4. trials are independent?  


No, because of 3. above

Example:  From long experience, the salesperson knows that 2 out of 3 customers will want assistance.  She decides to ask two randomly chosen customers.

Is this a binomial experiment?

1. n identical trials?



n = 2 trials

2. two outcomes?



yes or no

3. known p? same for each trial?

yes
for first trial  p  =  2/3
for second trial  p =2/3

4. trials are independent?


yes

Question:  how many people will want help?




Y 2/3

YY 4/9
2
4/9


Y 2/3




N 1/3

YN 2/9
1
4/9




Y 2/3

NY 2/9
1



N 1/3




N 1/3

NN 1/9
0
1/9


Binomial Probability Function

p(x)



n = # of trial


x = # of successes

p = prob. of success

q = 1 - p = probability of failure

Example:
n  =  2

x = # who want help
p  =  2/3
so q = 1 - 2/3 = 1/3

p(2)  =  
     2!
      (.666)2(.333)2-2   =   .444  =  4/9   


2! (2 - 2)!

Descriptive Measures of Binomial Probability Distributions

mean


=  (
= np

[expected value or E(x)]

variance

=  (2  
=npq

standard deviation
=  (
= (npq

Probability Histogram

n  =  2

p  =  2/3
x = # who want help

p(0)  =  
     2!         (.666)0(.333)2   =   .111  =  1/9



0! (2 - 0)!

p(1)  =  
     2!
      (.666)1(.333)1   =   .444  =  4/9   


1! (2 - 1)!

p(2)  =  
     2!
      (.666)2(.333)0   =   .444  =  4/9   


2! (2 - 2)!




n = 2

p = 2/3

check:
( = np = (2)(2/3) = 2/3 = 4/ 3 = 1.33 people

looks good

Example:  Incoming inspection at a General Motors factory in Oshawa.  A supplier delivers parts to an assembly plant.  GM inspects 10 parts in each large shipment.  If more than 2 parts are defective, then the shipment is rejected.  The probability of defective parts from the supplier is .10.  What is the probability of accepting the shipment?

n = 10

p = .10

x = # defective

p(x)



P(accept)  =  
p(0)  + p(1)  +  p(2)


     =  
(    10!
  .100 .9010 )  +(    10!
  .101 .909 ) +(    10!
  .102 .908 )



   0! 10!

   1! 9!


   2! 8!


     =
.349  +  .387  +  .194  =  .930

P(reject)  =  1 -  P(accept)  = 1 -  .930  = .070

See binomial probability chart on page B14

Binomial Probability Table

*  gives probability that x is equal to some specified value.

*  add the p(x) values to get the cumulative probabilities from one specific value to another.

Example:  Suppose the probability of making a purchase is .3 for any customer.  If 12 customers are in your store:

a)  What is the probability that up to 5 purchases will be made?

P(up to 5)  =  p(0)  +  p(1)  +  p(2)  +  p(3)  +  p(4)  +  p(5)

from chart:  n = 12  p = .3  a = 5

P(up to 5)  =  .882

b)  What is the probability that 5 purchases will be made?

p(5)  =
   12!
  .35  .77   
=  .158


5!  7!

from chart:  n = 12
p = .3

p(5)  -  p(4)  = .882  -  .724   =   .158

Example: In January of 1991, with the introduction of the GST, Canadian supermarkets had to adjust the prices of many non-food items.  In one store it was determined that 40% of the adjusted prices were incorrect.  What is the probability that, of eight non-food items selected, further price corrections were necessary...

a) for exactly 6 of the items?

b) for fewer than 3 of the items?

c) for between 5 and 7 of the items?

d) for more than four of the items?

n = 8
p =.40

a)
p(6) = .0413


b)
p(x < 3) = p(0) + p(1) + p(2) =.3154

c) 
p(5 or 6 or 7) = p(5) + p(6) + p(7) = .1731

d) 
p(x > 4) = p(5) + p(6) + p(7) + p(8) = .1737

Example:  Discounts on electricity rates are given to customers who install special insulation and lighting in their businesses.  A survey indicates that 30% of the businesses in a new industrial park have not qualified for discounts.  Suppose you select 5 businesses randomly.

a)
What is the probability that 5 have qualified?

p(x = 5)   n = 5   p = .7

p(5)  =  
     n!
   pxqn-x  =
     5!
.75.30      =   .16807



x! (n - x)!

   5! 0!

b)
What is the probability that 4 or more have qualified?

p(x ( 4)   n = 5   p = .7

p(4) =

     5!
  .74.31  =  .36015



4!(5-4)!

p(4) + p(5)  =.36015 + .16807   =   .52822

POISSON PROBABILITY DISTRIBUTION

- used for infrequent events  (rare events)

- prob. of success is same for each equal time interval

Examples:  

# of defective light bulbs coming off an assembly line in one hour

# of telephone call received in a certain residence in a day

# of honeymoon couples registered in a particular hotel during the second week in June.

- evaluating arrival times for customers





x = # of ‘successes’ per time interval

** 
( = mean = avg # of ‘successes’ per time interval


e = 2.71828

Example:  A system of police patrol is devised so that a patrolman may visit a given location x = 0, 1, 2, 3 ... times per half hour period.  The system is arranged so that he visits each location on an average of once per half hour.  Assume x possesses a Poisson distribution.  What is the probability of zero visits in a 1/2 hour period?  Visit once?  Twice?  At least once?

( = 1

p(0) =
10e-1    =  .368

p(2) =
12e-1    =  .184




 0!



 2!



p(1) =
11e-1    =  .368

p(0) +p(1) = .736




 1!



at least once = 1 - .736 = .264

Tables pg A19

Example:  The number of sales per week of a piece of large earth-moving equipment for a construction equipment sales company possesses a Poisson prbability distribution with mean equal to 4.  What is the probability that the number of earth movers sold per week is equal to 1?  Less than or equal to 1?




p(1) =
41e-4    =  .07326

p(0) =
40e-4    =  .01832


 1!




  0!

p( x ( 1) =
p(0) + p(1) =.01832  +  .07326   =   .09158

Approximating the Binomial Distribution

- The Poisson distribution can be used to approximate binomial when n is large (n ( 20) and p is small (p ( .05)

- set ( = np

Example:  An insurance company knows from experience that about .004 % of the population die each year from a specific kind of accident. What is the probability that 2 of 40,000 people die in such an accident in a given year? 

( = np = 40,000(.00004) = 1.6







HYPERGEOMETRIC PROBABILITY DISTRIBUTION

- binomial probability distribution requires selection of objects with replacement

- when objects are selected without replacement, the two most important assumptions underlying the binomial distribution are not met: probability of success from trial to trial is not constant and the trials are not independent. To solve such a problem takes a ‘combinations’ approach.

- when trials are not independent (“without replacement”)and probability of success changes from trial to trial





for 0 ( x ( r



x = # of successes



n = # of trials

a + b  =
N = # of elements in population

a  =

r = # of elements in the population labelled success




Example:  Coke Classic and Pepsi are #1 and #2 in user preference.  Assume that in a group of 10 people, six prefer Coke Classic and 4 people prefer Pepsi.  A random sample of 3 is selected.

a) What is the probability that 2 of the 3 prefer Coke?

x = 2

n = 3

N = 10

r = a = 6
b = 4




a) What is the probability that more than 1 prefers Coke?

x = 0 or 1

n = 3

N = 10

r = a = 6
b = 4







p(x ( 1) = p(0) + p(1)  =  .333
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