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So far, we have estimated a population parameter by
calculating a sample statistic and

a) reporting the value of that statistic as a point estimate, 0
b) creating a confidence interval around the point estimate
in which the parameter is likely to lie

Hypothesis testing is similar to estimation.

- uses the same statistics & distributions to make a
conclusion about the population parameter.

- A statement, called the hypothesis, is made about a
characteristic of a population.

- A sample is taken from the population in order to
establish the truth or falsity of the statement.

STEPS OF A TEST OF HYPOTHESIS

1. State the null and alternative hypotheses

2. Select the distribution and statistic to use

3. Determine the decision rule/level of significance o
(rejection/non rejection regions & critical value) of test

4. Calculate the value of the test statistic from the sample

5. Compare the test statistic to the critical value (or the p
value to o), make a decision and state conclusion
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Null Hypothesis: (Hy) A statement about population
parameters that is assumed to be true until we have
sufficient statistical evidence to conclude otherwise.

- must have equality e.g. 4 = 50 or M =50 or M <50
Alternative Hypothesis: (H,) The opposite of Hy.

-when sample data indicates that you should reject the Hy,
you may then accept the alternative hypothesis.

-there is never a statement of equality in H,.

There are 3 methods to set up your hypothesis:

1) A Research Hypothesis:

The researcher must disprove the null hypothesis before
s/he can claim the validity of the alternate hypothesis:
thus helping to prevent researcher bias.

Eg: A training manager wants to see the effectiveness of
his new quality control training. The new system should
result in a decrease in defects, but may even increase
defects if incorrectly applied. Before (ug) and after (1)
the training program, he measures the mean number of
defects from 30 production runs. As a research
hypothesis he would set up the Hyand H, as:

Hp:pa=>pg H, : pa<up
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Here, a manufacturer’s claim is assumed true unless the
sample evidence proves otherwise.

Eg: The yield of a new production (Yy) process is
expected to be at least > than the yield of the (Y ) curren
process. Action needs to be taken if Hj is incorrect.

Ho: pYn2uYe H, : uYn<uYce

3) Decision-Making Situation Testing

Sometimes, a two-tailed situation is being examined: ie:
the researcher must decide between two courses of action
Eg: A filling machine that is supposed to fill packages
with 500g of a product is incorrectly set, the contents of
the packages do not weigh 500g.

Ho : n=500g H,: n#500g

[f there is too much product in the packages, the company
is losing § by giving away product to the consumer. If
there is too little product, the company may be sued for
misrepresentation of weight on their packages.
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- thus the null hypothesis is :  Hy: the person is not guilty
- the alternative hypothesis:  Hj,: the person is guilty
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- the point, C, is called the critical value

The 2 correct decisions are: 1) do not reject Hy when true

2) reject Hy when it is not true
As decision to accept/reject the Ho is based on a sample,
we can’t be sure that the decision is correct.

Type I and Type II Errors

1. Person hasn’t committed crime but is declared guilty.
(false evidence) i.e. a true null hypothesis was rejected

- called a Type I error - also called level of significance

- denoted by a = P(Hj is rejected | Hy is true)

2. Person has committed the crime but is declared not guilty.
(insufficient evidence) i.e. a false Ho was not rejected

- called a Type II error - denoted by 8

- value 1 - B is called the power of the test
- represents the probability of not making a Type II error

- 2 errors are dependent. Lowering o will raise B & vice versa
- can Jboth o and B simultaneously by T the sample size.
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Hj is true error

-Both errors are costly. Must consider this in setting o & J.
- a0 is more important to control - usually set at .05 or .01.

- small, known, probability of rejecting a true null
hypothesis, so rejection of a null hypothesis is a strong
conclusion.

- accepting (i.e. not rejecting) a null hypothesis is usually

a weak conclusion as we do not know .

using the term “ do not reject” H, helps the researcher to

recognize the potential for B error and use caution.
>

2. Sampling Distribution and Test Statistic

-critical value separates the rejection & non-rejection region
- depends on value of o set and sampling distribution used

-Z (large sample, n>30, or small sample that is normally
distributed with ¢ known) or
-t (normally distributed small sample n<30, ¢ unknown)
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- a rule that specifies the conditions when H, may be rejected

Two-tailed | Left-tailed | Right-tailed
Test Test Test

Sign in Hy = > <
Sign in Hp # < >
Rejection In both tails | Inlefttail | In right tail
region reject Hy if | reject Hy if | reject Hy if
Eg: for normal | -Z<-Z,, -7<-Z, 7>7Z,
distribution or Z>Z.p

-critical values set to contain the area that holds (1-0t)% of
the values.

-look up the value that corresponds to the desired area in
the table of the appropriate sampling distribution.

Critical Region for :

Left Tail test  Right Tail Test =~ Two-Tailed Tests

-7 Or-t,; +Z or+t,; -Zor-t,; tZor+t,,

4. Test Statistic
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used to determine whether or not we may reject the H,.

test statistic = relevant statistic - hypothesized paramete:
standard error of the relevant statistic

5. Decision and Conclusion
Does the relevant statistic fall within the rejection or
non-rejection regions?

-similar to setting up a confidence interval

-If the sample statistic falls within the interval, it is in the
non-rejection region.

-If it is not within the confidence interval, it is in rejection
region and we conclude it is unlikely to be true parameter.

P-value

The p-value is the smallest value of o that would lead to
the rejection of the H,.

- probability of getting statistic we did, if Ho is true
If Hy: 1 >po , the p-value = P(Z>Z,)

If Ha: p <yq, the p-value = P(Z<Z,)

If H,: p #o, the p-value =2 P(Z> | Z,|)
Where Z, = the actual test statistic and
Lo = the value of u specified in Hy

HYPOTHESIS TESTS ABOUT A POPULATION u
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- the normal distribution is the appropriate sampling
distribution for large samples

- if & is not known, we can estimate it with s for large
samples

X—u X—u
Test Statistic z= % or 0
c/vn s/\In

SMALL SAMPLES

- if we know the sample is from a normal population and
we know G, we can use the normal distriburton
- if we know the sample is from a normal population and
we do not know o, we can use the #distribution

X—H,
. e =
Test Statistic T
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-when np and nq are both > 5, use normal distribution
P — Dy
Po4o
n
Egl: A large retailer considers signing a long-term contract
with a supplier of hiking boots, but he wants to first be certain
that the proportion of defective boots is less than 6%. Ata 1%
level of significance, the retailer accepted on consignment a

shipment of 100 pairs of boots for test marketing and found four
pairs to be defective. Should the retailer sign the contract?

p=0.060=100 #defective=4 p=0.04 o=0.01

1 Since the retailer hopes to establish that the true
proportion of defective boots is less than 6%,

zZ=

Hy: p>0.06 H,: p<0.06
2 Left-tailed Z test, normal distribution, np and ng >5
3 at a=0.01, Zpo =253 -2.57

so reject Hy for a left-tailed test if Z<-2. 48

4 5=(0.06)(0.94) =~0.000564 =.02375
100
Z=0.04—-0.06 = -.8422
0.02375 1
5 Since -.8422 >-2.%, the true portion cannot be said to
be < .06, and the retailer should not sign the contract .





